**Exploratory Data Analysis**

Data exploration analysis is a critical component to the success of any major research project. The goal is to uncover and summarize the main characteristics of the dataset. This provides the researcher a more holistic understanding of the variables and relationships within the dataset. Data exploration analysis is often the first step in a major research project and usually includes data wrangling, data visualization, and feature transformation.

The first major data exploration step that I applied to my dataset was principle component analysis (PCA). PCA is a dimensionality reduction technique that is used to identify a small number of uncorrelated variables called “principles components” from a large dataset. The goal of PCA is to represent the maximum amount of variance in a dataset with the fewest number of principle components. As noted by Bro & Smilde [1], Principal component analysis is one of the most important and powerful method used in statistics. When working with Bayesian networks, PCA is an extremely valuable tool because it can be used to reduce the number of nodes in the directed acyclic graph. Each feature in the dataset corresponds to a node in the Bayesian network, therefore reducing the number of features significantly lowers the computational time of inferencing. Through my experimentation, I decided to limit the number of nodes in my network to 15, which comprise of the first 13 principle components, the class, and the dollar amount.

The next major data preprocessing step that I applied to my dataset is feature normalization. Feature normalization or feature scaling is a data mining technique used to standardize the range of independent variables in the dataset. “Feature normalization is an important aspect of the classification process, since it effectively changes the characteristics of the underlying probability distributions”, Davatzikos et al [2]. I normalized each of my principle components into a range of [0,1] using the following formula:
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In addition to the standard benefits of feature normalization, it also provides a much more streamlined approach to data discretization. The next step in the data preprocessing phase that I applied to my dataset was variable discretization. Feature discretization is the process of converting continuous variables into discrete variables. “Many real-world classification tasks exist that involve continuous features where such algorithms could not be applied unless the continuous features are first discretized” Dougherty et al [3]. This is exactly the case when working with Bayesian networks. Bayesian networks in R are only able to function if all of the variables in the dataset are of type factor. In order to achieve this, I experimented with multiple different discretization methods. Initially, I attempted to bin my variables based on the median of each of my principle components. I assigned a value of 1 to any value above the median and a value of 0 to anything below the median. After applying this strategy and experimenting with Bayesian network inferencing, it was determined that it significantly reduces the model’s accuracy and precision. Next, I attempted to discretize my principle components by binning them into 1s and 0s based on the clusters of the positive cases in each column. Again, this discretization strategy resulted in a significant loss of inference accuracy and precision. Finally, I decided to bin my columns into 4 separate quadrants, ([0:0.25], [0.25:0.5], [0.5:0.75], [0.75:1]). It was determined that is discretization strategy proved the highest accuracy and precision, while still maintaining a reasonable computing time. Ideally, I would have liked to further granularize my principle components into a larger number of bins, however a computational trade off exists. As I increase the number of bins model accuracy and precision also increase, however this is at the cost of computational time. In a Bayesian network, each additional bin results in an extra conditional probability calculation for each record in the model. Therefore, the goal is to find the optimal number of bins, that would result in high model accuracy and precision, while minimizing the computational time. In addition to this trade off, when discretizing continuous variables there always exists a discretization error. Discretization error is the error that results from transforming a continuous variable into a discrete variable. This error can be represented by the following equation:
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Given the fact that I am using 4 bins of width 0.25 the average discretization error that exists in my dataset is 50%. The following figure graphically represents the discretization boundaries that I implemented on each of the principal components in my dataset (see plot below).

![C:\Users\ghade\AppData\Local\Microsoft\Windows\INetCache\Content.Word\Rplot01.png](data:image/png;base64,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)

The next major data exploration step that I applied to my dataset is attempting to understand the correlations that exists within my dataset. Acquiring a strong understanding of the correlations that exists in the dataset is an essential component to developing an accurate and precise machine learning classification model. In order to acquire this understating, I constructed a multiple variable correlation matrix. This matrix was used to analysis the relationships between variables and the predicting class (see plot below). As you can see there exists correlations between a majority of the variables and the class/amount variable. There does not exist any relationships between principle components, as expected.
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Finally, the last data preprocessing step that I applied was splitting my data into testing and training sets. After experimenting with various data splitting ratios, I decided to split my data ~88% training (250000 observations) and ~12% testing (34807 observations). When working with Bayesian networks in R, the training set must contain all factors levels in each of the inputted columns. Therefore, I am constrained to either include a large training set or reduce the number of bins in the dataset. Reducing the number of bins would result in a loss of accuracy and precision. In addition, due to the highly-unbalanced class distribution in my dataset, it is vital that my training set contains an adequate number of positive cases. Thus, proceeding with a large training set is a more appropriate option.

**Literature Review**

The number of credit card transactions are growing, taking an ever-larger share of the worlds payment system. As noted by Chan et al [4], the increase in credit card transactions are leading to higher rates of stolen account numbers and subsequent losses by banks. Improved credit card fraud detection techniques are required to maintain the viability of the worlds payment system. Banks have used early fraud warning systems for many years, however these systems are not sufficient in preventing all types of fraud. Advances in data mining and machine learning have opened the door for massive large scale improvements in credit card fraud detection. In addition, computing technologies have significantly improved allowing individuals to “analyze massive amounts of transactions data” Chan et al [4]. As noted by Chan et al [4], one of the major challenges when dealing with credit card fraud data is the class imbalance. Due to the nature of fraud data, most of the classes are negative and only a very small portion of the classes are positive.

“A Bayesian network is a graphical model that encodes probabilistic relationships among variables of interest” Heckerman [5]. When used in conjunction with statistical techniques, the graphical model has several advantages for data analysis and classification. As noted by Friedman et al [6] learning Bayesian networks is often cast as an optimization problem, where the computational task is to find a structure that maximizes a statistically motivated score. Maxwell et al [7] and Gamez et al [8] mentioned that learning the structure of a Bayesian network from large dataset is known to be an NP-Hard problem. In many different domains, the application of a heuristic search has proven to be an advantageous strategy in learning Bayesian network structures. The heuristic approach is computationally efficient and, even though it does not guarantee an optimal result, many previous studies have shown that it obtains very good solutions. For this project, I implemented a greedy search algorithm known as the hill climbing algorithm. “Hill climbing algorithms are particularly popular because of their good trade-off between computational demands and the quality of the models learned” Gamez et al [8]. My Bayesian network will also follow a variation of the Tree Augmented Naïve Bayes (TAN) Structure, where the root node will be my predicting class. “Tree Augmented Naive Bayes (TAN), which outperforms naive Bayes, yet at the same time maintains the computational simplicity (no search involved) and robustness that characterize naive Bayes” Friedman et al [9].

Bayesian networks are considered to be complete models and therefore can be used to answer probabilistic queries. This process involves computing the posterior distribution of variables given evidence, and is known as probabilistic inferencing. Bayesian networks have and are currently being used in many different domains for probabilistic inferencing. As noted by Kirkos et al [10], Bayesian networks are extremely effective models for predicting fraudulent financial statements and identifying associated factors. In terms of performance, Bayesian Belief networks out perform all other inferencing algorithms when working with financial data. In past studies, Maes et al [11], Bayesian networks have been used to predict fraudulent credit card transactions, and have proved to be effective in dealing with the large class imbalance. However, as noted by Maes et al [11], the fraud detection process when using Bayesian networks is considered to be slow in comparison with other machine learning algorithms.

Researchers have been and continue to seek out incremental improvements in algorithm efficiency. As the speed at which sequential computing begins to plateau, the logical solution is to scale computing power horizontally. Hence, we see the introduction to parallel computing. “In order to solve a problem efficiently on a parallel machine, it is usually necessary to design an algorithm that specifies multiple operations on each step, i.e., a parallel algorithm” Blelloch & Maggs [12]. Bayesian networks are an example of an algorithm that has the capabilities to be split on multiple processing cores. As noted by Madsen & Jensen [13], one way of improving the time efficient of Bayesian networks is to take advantage of the inference algorithm’s available parallelism. The inference algorithm relies on a Monte Carlo simulation, which can easily be parallelized, as seen in Maigne et al [14].

“Many supervised/unsupervised machine learning algorithms require a discrete feature space” Dougherty et al [3]. Bayesian networks are an example of an machine learning algorithm that requires all features to be factors, i.e. discrete variables. As noted by Dougherty et al [3], Equal Interval Width discretization merely divides the range of observed values for a variable into k equally sized bins, where k is a user-supplied parameter. As mentioned in Kerber [15], Equal Interval Width discretization does not utilize instance labels in setting partition boundaries, therefore it is likely that classification information will be lost by binning values that are strongly associated with different classes into the same bin. This discretization error can be minimized by increasing the total number of bins.
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